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Foreword 

The international, unaffiliated, non-profit Moving Picture, Audio, and Data Coding by Artificial 

Intelligence (MPAI) organisation was established in September 2020 in the context of: 

1. Increasing use of Artificial Intelligence (AI) technologies applied to a broad range of 

domains affecting millions of people 

2. Marginal reliance on standards in the development of those AI applications 

3. Unprecedented impact exerted by standards on the digital media industry affecting 

billions of people 

believing that AI-based data coding standards will have a similar positive impact on the 

Information and Communication Technology industry. 

The design principles of the MPAI organisation as established by the MPAI Statutes are the 

development of AI-based Data Coding standards in pursuit of the following policies: 

1. Publish upfront clear Intellectual Property Rights licensing frameworks. 

2. Adhere to a rigorous standard development process. 



 

 

3. Be friendly to the AI context but, to the extent possible, remain agnostic to the technology 

thus allowing developers freedom in the selection of the more appropriate – AI or Data 

Processing – technologies for their needs. 

4. Be attractive to different industries, end users, and regulators. 

5. Address five standardisation areas: 

1. Data Type, a particular type of Data, e.g., Audio, Visual, Object, Scenes, and 

Descriptors with as clear semantics as possible. 

2. Qualifier, specialised Metadata conveying information on Sub-Types, Formats, and 

Attributes of a Data Type. 

3. AI Module (AIM), processing elements with identified functions and input/output 

Data Types. 

4. AI Workflow (AIW), MPAI-specified configurations of AIMs with identified 

functions and input/output Data Types. 

5. AI Framework (AIF), an environment enabling dynamic configuration, 

initialisation, execution, and control of AIWs. 

6. Provide appropriate Governance of the ecosystem created by MPAI Technical 

Specifications enabling users to: 

1. Operate Reference Software Implementations of MPAI Technical Specifications 

provided together with Reference Software Specifications 

2. Test the conformance of an implementation with a Technical Specification using 

the Conformance Testing Specification. 

3. Assess the performance of an implementation of a Technical Specification using 

the Performance Assessment Specification. 

4. Obtain conforming implementations possibly with a performance assessment 

report from a trusted source through the MPAI Store. 

Today, the MPAI organisation operated on four solid pillars: 

1. The MPAI Patent Policy specifies the MPAI standard development process and the 

Framework Licence development guidelines. 

2. Technical Specification: Artificial Intelligence Framework (MPAI-AIF) V2.1 specifies an 

environment enabling initialisation, dynamic configuration, and control of AIWs in the 

standard AI Framework environment depicted in Figure 1. An AI Framework can execute 

AI applications called AI Workflows (AIW) typically including interconnected AI 

Modules (AIM).  MPAI-AIF supports small- and large-scale high-performance 

components and promotes solutions with improved explainability. 

 

 
Figure 1 – The AI Framework (MPAI-AIF) V2 Reference Model 

 

https://mpai.community/about/the-mpai-patent-policy/
https://mpai.community/standards/mpai-aif/v2-1/


 

 

3. Technical Specification: Data Types, Formats, and Attributes (MPAI-TFA) 

V1.2 specifies Qualifiers, a type of metadata supporting the operation of AIMs receiving 

data from other AIMs. Qualifiers convey information on Sub-Types (e.g., the type of 

colour), Formats (e.g., the type of compression and transport), and Attributes (e.g., 

semantic information in the Content). Although Qualifiers are human-readable, they 

are  only intended to be used by AIMs. Therefore, Text, Speech, Audio, Visual, and other 

Data exchanged by AIWs and AIMs should be interpreted as being composed of Content 

(Text, Speech, Audio, and Visual as appropriate) and associated Qualifiers. Therefore a 

Text Object is composed of Text Data and Text Qualifier. The specification of most 

MPAI Data Types reflects this point. 

4. Technical Specification: Governance of the MPAI Ecosystem (MPAI-GME) V1.1 

defines the following elements: 

1. Standards, i.e., the ensemble of Technical Specifications, Reference Software, 

Conformance Testing, and Performance Assessment. 

2. Developers of MPAI-specified AIMs and Integrators of MPAI-specified AIWS 

(Implementers). 

3. MPAI Store in charge of making AIMs and AIWs submitted by Implementers 

available to Integrators and End Users. 

4. Performance Assessors, independent entities assessing the performance of 

implementations in terms of Reliability, Replicability, Robustness, and Fairness. 

5. End Users. 

The interaction between and among actors of the MPAI Ecosystem are depicted in Figure 2. 

 

 
Figure 2 – The MPAI Ecosystem 

 

1 Introduction (Informative) 

Technical Specification: Context-based Audio Enhancement (MPAI-CAE) - Use Cases 

(CAE-USC) Version 2.3 (V2.3) collects use cases that improve the user experience of audio 

application using technologies that act on the input audio content using context information. The 

coverage of MPAI-CAE use cases  includes entertainment, communication, teleconferencing, 

gaming, post-production, restoration etc. in a variety of contexts such as in the home, in the car, 

on-the-go, in the studio etc. 

The technologies are specified as AI Workflows, AI Modules, and Data Types. 

The currently specified use cases are Emotion Enhanced Speech (EES), Audio Recording 

Preservation (ARP), Speech Restoration System (SSR), and Enhanced Audioconference 

Experience (EAE). 

https://mpai.community/standards/mpai-tfa/v1-2/
https://mpai.community/standards/mpai-tfa/v1-2/
https://mpai.community/standards/mpai-gme/mpai-gme-specification/


 

 

2 Scope 

Technical Specification: Context-based Audio Enhancement (MPAI-CAE) - Use Cases (CAE-USC) 

Version 2.2 (V2.2) specifies AI Workflows, AI Modules, and Data Types that support four use 

cases: Emotion Enhanced Speech (EES), Audio Recording Preservation (ARP), Speech 

Restoration System (SSR), and Enhanced Audioconference Experience (EAE) and the Audio Scene 

Description (ASD) Composite AIM. 

Each Use Case normatively defines: 

1. The Functions of the AIW and of the AIMs. 

2. The Connections between and among the AIMs. 

3. The Semantics and the Formats of the input and output data of the AIWs and its AIMs. 

The word normatively implies an Implementation claiming Conformance, as follows: 

1. An AIW, shall: 

1. Have the AIW Function specified in the relevant Use Case. 

2. Have all its AIMs and Connections conforming with the Reference Model of the 

AIW implementing the Use Case. 

3. Use Data Types specified at the relevant web page. 

1.   

2. An AIM, shall: 

1. Have the AIM Function specified at the relevant web page. 

2. Use Data Types specified at the relevant web page. 

Users of this Technical Specification should note that: 

1. Implementers may use the Reference Software Implementations at the specified conditions. 

2. The Conformance Testing specification can be used to test the Conformity of an 

Implementation to this Technical Specification. 

3. Performance Assessors can assess the level of Performance of an Implementation based on 

the Performance Assessment specification of this Technical Specification. 

4. Technical Specification: Governance of the MPAI Ecosystem (MPAI-GME) V1.1 

specifies the operation of the MPAI Ecosystem. 

5. Implementers and Users should consider the Notices and Disclaimers. 

This version of the MPAI-CAE Technical Specification has been developed by the CAE-DC Dev-

elopment Committee. Future Versions may revise and/or extend the Scope of this Technical 

Specification. 

  

3 Definitions 

The Terms used in this standard whose first letter is capital have the meaning defined in Table 1. 

The general MPAI Terms are defined in Table 2. 

Table 1 – Table of terms and definitions 

Term Definition 

Access Copy Files 

Set of files providing the information stored in an audio tape recording, 

including Restored Audio Files, suitable for audio information access, but 

not for long-term preservation. 

Audio 
Digital representation of an analogue audio signal sampled at a frequency 

between 8-192 kHz with a number of bits/sample between 8 and 64. 

Audio Block A set of consecutive Audio samples. 

https://mpai.community/standards/mpai-gme/
https://mpai.community/about/notices-and-disclaimers/


 

 

Audio Channel A sequence of Audio Blocks. 

Audio File A .wav file [10]. 

Audio Object Audio source which is in the audible frequency band. 

Audio Scene 

Geometry 

Spatial information for the Audio Objects which are included in an audio 

scene. 

Audio Segment 
An Audio Block with Start Time and an End Time Labels corresponding 

to the time of the first and last sample of the Audio Segment, respectively. 

Audio-Visual File A file containing audio and video according to the MP4 File Format [14]. 

Capstan 
The capstan is a rotating spindle used to move recording tape through the 

mechanism of a tape recorder. 

Damaged List 
A list of strings of Texts corresponding to the Damaged Segments (if any) 

requiring replacement with synthetic segments. 

Damaged Section 
An Audio Segment which is damaged in its entirety and is contained in a 

Damaged Segment. 

Damaged Segment 

An Audio Segment containing only speech (and not containing music or 

other sounds) which is either damaged in its entirety or contains one or 

more Damaged Sections specified in the Damaged List. 

Degree 
Strength of a feature, specifically, with respect to Emotion, “High,” 

“Medium,” or “Low.” 

Editing List 
The description of the speed, equalisation and reading backwards 

corrections occurred during the restoration process. 

Emotion 

A Data Type representing the internal status of a human or avatar 

resulting from their interaction with the context or subsets of it, such as 

“Angry”, and “Sad”. 

Emotionless Speech 
An Audio File containing speech without music and other sounds, and in 

which little or no identifiable emotion is perceptible by native listeners. 

Irregularity An event of interest to preservation in Table 26 and Table 27 

Irregularity File 
A JSON file containing information about Irregularities of the ARP 

inputs. 

Irregularity Image An image corresponding to an Irregularity. 

JSON JavaScript object notation [18]. 

Microphone Array 

Geometry 

Description of the position of each microphone comprising the 

microphone array and specific characteristics such as microphone type, 

look directions, and the array type. 

Model Utterance 
An Audio Segment used as a model or demonstration of the Emotion to be 

added to Emotionless Speech in order to produce Speech with Emotion. 

Multichannel Audio 
A data structure containing at least 2 time-aligned interleaved Audio 

Channels. 

Multichannel Audio 

Stream 

A data structure containing Audio Objects packaged with Audio Scene 

Geometry. 

Neural Network 

Speech Model 

A Neural Network Model trained on Speech Segments for Modelling and 

used to synthesize replacements for the entire Damaged Segment or 

Damaged Sections within it. 



 

 

Passthrough AIM 

An AIM with the same input and output data of an AIM without executing 

the Function of that AIM. E.g., a Noise Cancellation AIM that does not 

cancel the noise. 

Preservation Audio 

File 

The input Audio File resulting from the digitisation of an audio open-reel 

tape to be preserved and, in case, restored. 

Preservation Audio-

Visual File 

The input Audio-Visual File produced by a camera pointed to the 

playback head of the magnetic tape recorder and the synchronised Audio 

resulting from the tape digitisation process. 

Preservation Image A Video frame extracted from Preservation Audio-Visual File. 

Preservation Master 

Files 

Set of files providing the information stored in an audio tape recording 

without any restoration. As soon as the original analogue recordings is no 

more accessible, it becomes the new item for long-term preservation. 

Restored Audio 

Files 

Set of Audio Files derived from the Preservation Audio File, where 

potential speed, equalisation or reading backwards errors that occurred in 

the digitisation process have been corrected. 

Restored Speech 

Segment 

An Audio Segment in which the entire segment has been replaced by a 

synthetic speech segment, or in which each Damaged Segment has been 

replaced by a synthetic speech segment. 

Speech Features 

Descriptor representing a variety of information elements incorporated in 

a Speech Segment, e.g., personal identity, Personal Status, additional 

factors such as vocal tension, creakiness, whispery quality, etc. 

Speech Segments 

for Modelling 

A set of Audio Files containing speech segments used to train the Neural 

Network Speech Model. 

Speech With 

Emotion File 
An Audio File containing speech with emotional features. 

Spherical 

Coordinate System 

A coordinate system where the position of a point is specified by three 

numbers: the radial distance of that point from a fixed origin, its polar 

angle measured from a fixed zenith direction, and the azimuthal angle of 

its orthogonal projection on a reference plane. 

Spherical Grid 

Resolution 

The maximum spherical angle between any two neighbouring sampled 

points on a sphere. 

Text List 
List of texts to be converted into speech by the Speech Synthesis for 

Restoration AIM. 

Time Code Number of ms from 1970-01-01T00:00:00.000 according to [8]. 

Time Label 
A measure of time from a context-dependent zero time expressed as 

HH:mm:ss.SSS. 

Transform Audio A frequency representation of Audio. 

Enhanced 

Transform Audio 
Transform Audio whose samples are Enhanced Transform Audio samples. 

Useful Signal 
Digital signal resulting from the A/D conversion of the analogue signal 

recorded in an audio tape. 

Table 2 – MPAI-wide Terms 



 

 

Term Definition 

Access 
Static or slowly changing data that are required by an application such as 

domain knowledge data, data models, etc. 

AI Framework 

(AIF) 
The environment where AIWs are executed. 

AI Workflow 

(AIW) 

An organised aggregation of AIMs implementing a Use Case receiving 

AIM-specific Inputs and producing AIM-specific Outputs according to its 

Function. 

AI Module (AIM) 
A processing element receiving AIM-specific Inputs and producing AIM-

specific Outputs according to according to its Function. 

Application 

Standard 
An MPAI Standard designed to enable a particular application domain. 

Channel 
A connection between an output port of an AIM and an input port of an 

AIM. The term “connection” is also used as synonymous. 

Communication The infrastructure that implements message passing between AIMs. 

Composite AIM An AIM aggregating more than one AIM. 

Component 
One of the 7 AIF elements: Access, Communication, Controller, Internal 

Storage, Global Storage, MPAI Store, and User Agent. 

Composite AIM   

Conformance 
The attribute of an Implementation of being a correct technical Implem-

entation of a Technical Specification. 

Conformance 

Tester 

An entity authorised by MPAI to Test the Conformance of an Implem-

entation. 

Conformance 

Testing 

The normative document specifying the Means to Test the Conformance 

of an Implementation. 

Conformance 

Testing Means 

Procedures, tools, data sets and/or data set characteristics to Test the 

Conformance of an Implementation. 

Connection 
A channel connecting an output port of an AIM and an input port of an 

AIM. 

Controller 
A Component that manages and controls the AIMs in the AIF, so that they 

execute in the correct order and at the time when they are needed. 

Data Format The standard digital representation of data. 

Data Semantics The meaning of data. 

Ecosystem 

The ensemble of the following actors: MPAI, MPAI Store, Implementers, 

Conformance Testers, Performance Testers and Users of MPAI-AIF Im-

plementations as needed to enable an Interoperability Level. 

Explainability 
The ability to trace the output of an Implementation back to the inputs that 

have produced it. 

Fairness 

The attribute of an Implementation whose extent of applicability can be 

assessed by making the training set and/or network open to testing for bias 

and unanticipated results. 

Function The operations effected by an AIW or an AIM on input data. 

Global Storage A Component to store data shared by AIMs. 



 

 

Internal Storage A Component to store data of the individual AIMs. 

Identifier A name that uniquely identifies an Implementation. 

Implementation   

Implementer A legal entity implementing MPAI Technical Specifications. 

ImplementerID (IID) 
A unique name assigned by the ImplementerID Registration Authority to 

an Implementer. 

ImplementerID 

Registration 

Authority (IIDRA) 

The function within the MPAI Store to assign ImplementerID’s to 

Implementers. 

Interoperability 
The ability to functionally replace an AIM with another AIM having the 

same Interoperability Level. 

Interoperability 

Level 

The attribute of an AIW and its AIMs to be executable in an AIF Implem-

entation and to: 

Knowledge Base 
Structured and/or unstructured information made accessible to AIMs via 

MPAI-specified interfaces. 

Message A sequence of Records transported by Communication through Channels. 

Normativity 
The set of attributes of a technology or a set of technologies specified by 

the applicable parts of an MPAI standard. 

Performance 
The attribute of an Implementation of being Reliable, Robust, Fair and 

Replicable. 

Performance 

Assessment 

The normative document specifying the procedures, the tools, the data sets 

and/or the data set characteristics to Assess the Grade of Performance of an 

Implementation. 

Performance 

Assessment Means 

Procedures, tools, data sets and/or data set characteristics to Assess the 

Performance of an Implementation. 

Performance 

Assessor 

An entity authorised by MPAI to Assess the Performance of an 

Implementation in a given Application domain. 

Profile 

A particular subset of the technologies used in MPAI-AIF or an AIW of an 

Application Standard and, where applicable, the classes, other subsets, 

options and parameters relevant to that subset. 

Record A data structure with a specified structure. 

Reference Model The AIMs and theirs Connections in an AIW. 

Reference Software 
A technically correct software implementation of a Technical Specification 

containing source code, or source and compiled code. 

Reliability 

The attribute of an Implementation that performs as specified by the 

Application Standard, profile and version the Implementation refers to, 

e.g., within the application scope, stated limitations, and for the period of 

time specified by the Implementer. 

Replicability 

The attribute of an Implementation whose Performance, as Assessed by a 

Performance Assessor, can be replicated, within an agreed level, by 

another Performance Assessor. 

Robustness 
The attribute of an Implementation that copes with data outside of the 

stated application scope with an estimated degree of confidence. 



 

 

Service Provider 
An entrepreneur who offers an Implementation as a service (e.g., a 

recommendation service) to Users. 

Standard 
The ensemble of Technical Specification, Reference Software, Conforman-

ce Testing and Performance Assessment of an MPAI application Standard. 

Technical 

Specification 

(Framework) the normative specification of the AIF. 

(Application) the normative specification of the set of AIWs belonging to 

an application domain along with the AIMs required to Implement the 

AIWs that includes: 

Testing Laboratory 
A laboratory accredited by MPAI to Assess the Grade of Performance of 

Implementations. 

Time Base The protocol specifying how Components can access timing information. 

Topology The set of AIM Connections of an AIW. 

Use Case 
A particular instance of the Application domain target of an Application 

Standard. 

User A user of an Implementation. 

User Agent The Component interfacing the user with an AIF through the Controller. 

Version A revision or extension of a Standard or of one of its elements. 

Zero Trust 
A model of cybersecurity primarily focused on data and service protection 

that assumes no implicit trust. 

4  References 
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14. ISO/IEC 23094-1; Information technology – General video coding – Part 1: Essential 

Video Coding. 

15. ISO/IEC 14496-12; Information technology – Coding of audio-visual objects – Part 12: 

ISO base media file format. 
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5 AI Workflows 

Technical Specification: Context-based Audio Enhancement (CAE-USC) V2.2 specifies the 

following AI Workflows: 

Emotion-Enhanced 

Speech 

Audio Recording 

Preservation  

Speech Restoration 

System  

Enhanced Audioconference 

Experience 

Note: The specification of Audio Recording Preservation and Enhanced Videoconference 

Experience is unchanged from V2.1. 

Each AI Workflow  includes the specification of: 

https://pkware.cachefly.net/webdocs/casestudies/APPNOTE.TXT
https://www.khronos.org/registry/NNEF/specs/1.0/nnef-1.0.4.pdf
https://www.onnx.ai/
https://mpai.community/statutes/
https://mpai.community/about/the-mpai-patent-policy/
https://mpai.community/standards/mpai-gme/v2-0
https://mpai.community/standards/mpai-mmm/
https://mpai.community/standards/mpai-mmm/arc/v1-2/
https://mpai.community/standards/mpai-mmm/
https://mpai.community/standards/mpai-mmm/tec/v1-0/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/emotion-enhanced-speech/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/emotion-enhanced-speech/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/audio-recording-preservation/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/audio-recording-preservation/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/speech-restoration-system/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/speech-restoration-system/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/enhanced-audioconference-experience/
https://mpai.community/standards/mpai-cae/usc/v2-2/ai-workflows/enhanced-audioconference-experience/


 

 

1. Functions of the AI Workflow 

2. Reference Model of the AI Workflow 

3. I/O data of the AI Workflow 

4. Functions of AI Modules 

5. I/O data of the AI Modules 

6. AIW, AIMs, and JSON Metadata 

Each AIW, AIM, and Data Type is specified by individual web pages that can be referenced by 

other Technical Specifications. The list of links to all AIWs, AIMs, and Data Types is available. 

6 AI Modules 

6.1 Technical Specifications 

Table 1 provides the links to the specifications and the JSON syntax of all AIMs specified by 

Technical Specification: Context-based Audio Enhancement (MPAI-CAE) - Use Cases (CAE-

USC) V2.3. The AI Modules specified by CAE-USC V2.3 supersede those specified by previous 

versions. These may be used if their Version is explicitly signaled. AIMs in bold are Composite. 

 

Table 1 - Specifications and JSON syntax of AIMs used by CAE-USC V2.3 

V Acronym AIM Name JSON V Acronym AIM Name JSON 

2.1 
CAE-

AAP 

Audio Analysis for 

Preservation  

File  2.1 
CAE-

PAP 

Packaging for Audio 

Preservation  

File  

2.3 
CAE-

AAT 

Audio Analysis 

Transform  

File  2.2 CAE-PEI 
Prosodic Emotion 

Insertion 

File  

2.3 
CAE-

ABS 

Audio Basic Scene 

Description  

File  2.1 
CAE-

SDS 

Speech Detection and 

Separation  

File  

2.1 
CAE-

ADP 

Audio Description 

Packaging 

File  2.2 CAE-SF1 
Speech Feature Analysis 

1  

File  

2.3 
CAE-

AMX 

Audio Descriptors 

Multiplexing  

File  2.2 CAE-SF2 
Speech Feature Analysis 

2  

File  

2.3 
CAE-

AOI 

Audio Object 

Identification  

File  2.1 
CAE-

SFD 
Sound Field Description  File  

2.3 
CAE-

ASD 
Audio Scene Description  File  2.2 

CAE-

SMC 
Speech Model Creation  File  

2.3 
CAE-

ASE 

Audio Separation and 

Enhancement 

File  2.2 
CAE-

SRA 

Speech Restoration 

Assembly 

File  

2.3 
CAE-

ASL 

Audio Source 

Localisation  

File  2.2 
CAE-

SSR 

Speech Synthesis for 

Restoration  

File  

2.3 
CAE-

AST 

Audio Synthesis 

Transform  

File  2.1 
CAE-

TAR 
Tape Audio Restoration File  

2.2 
CAE-

EFP 

Emotion Feature 

Production 

File  2.1 CAE-TIC 
Tape Irregularity 

Classification  

File  

2.1 
CAE-

NCM 

Noise Cancellation 

Module  

File  2.1 
CAE-

VAP 

Video Analysis for 

Preservation  

File  

2.2 CAENEI Neural Emotion Insertion  File          
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6.2 Conformance Testing 

An implementation of an AI Module conforms with CAE-USC V2.3 if it accepts as input and 

produces as output Data and/or Data Objects conforming with those specified by CAE-USC V2.3. 

Note that a Data Object is defined as the combination of Data of a Data Type and its Qualifier. 

The Conformance of an instance of Data of a Data Type is to be expressed by a sentence like "Data 

validates against the Data Type Schema". This means that: 

• Any Data Sub-Type is as signaled in the Qualifier. 

• The Data, File, and/or Stream have the Format signaled by the Qualifier. 

• The Attributes of the Data have the type or validate against the Schemas specified in the 

Qualifier. 

The method to Test the Conformance of a Data or Data Object instance is specified in the Data 

Types chapter. 

6.3 Performance Assessment 

AIM Performance Assessment provides methods of assessing the performance of an AIM. 

Performance may have various connotations, such as: 

1. Quality: Performance Assessment measures how well an AIM performs its function, using 

a metric that depends on the nature of the function, e.g., the perceived quality of a stereo 

audio. 

2. Bias: Performance Assessment measures how well an AIM performs its function, using a 

metric that depends on a bias related to certain attributes of the AIM. For instance, an Audio 

Source Localisation AIM tends to be more accurate in localising certain types of Audio 

Objects  that with Objects of another type. 

3. Legal compliance: Performance Assessment measures how well an AIM performs its 

function, using a metric that assesses its accordance with a certain legal standard. 

4. Ethical compliance: the Performance Assessment of an AIW can measure the compliance 

of an AIW to a target ethical standard. 

The current USC-CAE V2.3 Standard does not provide AIW Performance Assessment methods. 

Assessing the Performance of an AIM may be complex because of the multiple dimensions 

involved with the input and output data of an AIM. 

 

 

7 Data Types 

7.1 Technical Specifications 

This page is linked to the specification of the Data Types of Technical Specification: Context-

based Audio Enhancement (MPAI-CAE) V2.3. All V2.3 Data Types supersede the previously 

specified MPAI-MMC Data Types. Use of earlier versions of Data Types is permitted if their 

version is explicitly signalled. 

The Table provides web links to the specification of Data Types used by CAE-TEC V2.3. The 

complete list of Data Types specified by V2.1 and V2.2 is available. 

 

Audio Basic Scene 

Descriptors  

Audio Basic Scene 

Geometry 

Audio Object 

Audio Scene 

Descriptors  

Audio Scene Geometry Damaged List  

Microphone Array 

Geometry 
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https://mpai.community/standards/mpai-cae/usc/v2-3/data-types/microphone-array-geometry/


 

 

7.2 Conformance testing 

A Data instance of a Data Type Conforms with CAE-USC V2.3 if the JSON Data validate against 

the relevant CAE-USC V2.3 JSON Schema and if the Data Conforms with the relevant Data 

Qualifier, if present. CAE-USC V2.3 does not provide method for testing the Conformance of the 

Semantics of the Data instance to the CAE-USC V2.3 specification. 

Conformance testing can be performed by a human using a JSON Validator to verify the 

Conformance of the syntax of JSON Data to the relevant JSON Schema; and, if the Data has a 

Qualifier, to verify that the syntax of the Data conforms with the relevant values in the Data 

Qualifier. Alternatively, Conformance testing can be performed by software implementing the 

steps above. 

7.3 Performance Assessment 

Performance Assessment provides methods of assessing the performance of an Data instance. 

Performance may have various connotations, such as: 

1. Quality: Performance Assessment measures the quality of the Data instance using a metric 

that depends on the nature of the Data, e.g., the lack or the amount of impairment of a 

compressed stereo audio compared to the original uncompressed audio. 

2. Bias: Performance Assessment measures the disparity of treatment applied to the Data 

instance using a metric that depends on a bias related to certain attributes of the Data 

instance. For instance, certain frequency ranges of an instance of Audio Data nay be treated 

worse that others. 

3. Legal compliance: Performance Assessment uses an appropriate metric to measure how 

well the Data instance complies with with a certain legal standard. 

 

8  Informative Examples (Informative) 

8.1 Audio Scene Geometry 

An example of Audio Scene Geometry. 

{ 

  "BlockIndex": 1, 

  "BlockStart": 1631536788000, 

  "BlockEnd": 1631536788063, 

  "SpeechCount": 2, 

  "SpeechList": [ 

             { 

                    "SpeechID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

                    "ChannelID": 1, 

                    "AzimuthDirection": 90.0, 

                    "ElevationDirection": 30.0, 

                    "Distance": 2.0, 

                    "DistanceFlag": false 

             }, 

             { 

                    "SpeechID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

                    "ChannelID": 2, 

                    "AzimuthDirection": 180.0, 

                    "ElevationDirection": 30.0, 

                    "Distance": 1.27, 

                    "DistanceFlag": false 



 

 

             } 

  ], 

  "SourceDetectionMask": [0,1] 

} 

8.2 Damaged List 

An example of a damaged list JSON file: 

{ 

       "DamagedSections": [ 

    { 

       "SegmentStart": "00:00:01.351", 

        "SegmentEnd": "00:01:55.654", 

     }, 

     { 

       "SegmentStart": "00:01:55.654", 

       "SegmentEnd": "00:02:35.168", 

     } 

       ] 

} 

8.3 Editing List 

Example of a complete Editing List with two elements: the first related to reading backwards 

error, whereas the second to speed and equalisation errors. 

{ 

    "OriginalSpeedStandard": 15, 

    "OriginalEqualisationStandard": "IEC1", 

    "OriginalSampleFrequency": 96000, 

    "Restorations": [{ 

       "RestorationID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

       "PreservationAudioFileStart": "00:00:00.000", 

       "PreservationAudioFileEnd": "00:00:05.125", 

       "RestoredAudioFileURI": "http://www.place_to_be_defined.com/restored_1", 

       "ReadingBackwords": true, 

       "AppliedSpeedStandard": 15, 

       "AppliedSampleFrequency": 96000, 

       "OriginalEqualisationStandard": "IEC1" 

    }, 

    { 

       "RestorationID": "3cdc2973-e95e-4125-acb7-121ad89067ef ", 

       "PreservationAudioFileStart": "00:00:05.125", 

       "PreservationAudioFileEnd": "00:00:15.230", 

       "RestoredAudioFileURI": "http://www.place_to_be_defined.com/restored_2", 

       "ReadingBackwords": false, 

       "AppliedSpeedStandard": 7.5, 

       "AppliedSampleFrequency": 48000, 

       "OriginalEqualisationStandard": "IEC2" 

    }] 

} 



 

 

8.4 Irregularity File 

An example of Irregularity File from Audio Analyser to Video Analyser is: 

{ 

    "Offset": 150, 

    "Irregularities": [{ 

        "IrregularityID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

        "Source": "a", 

        "TimeLabel": "00:02:45.040" 

    },{ 

        "IrregularityID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

        "Source": "a", 

        "TimeLabel": "00:04:89.020" 

    }] 

} 

  

An example of Irregularity File from Video Analyser to Audio Analyser is: 

{ 

    "Irregularities": [{ 

        "IrregularityID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

        "Source": "v", 

        "TimeLabel": "00:02:45.040" 

    },{ 

        "IrregularityID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

        "Source": "v", 

        "TimeLabel": "00:04:89.020" 

    }] 

} 

An example of Irregularity File from Audio Analyser to Tape Irregularity Classifier is:  

{ 

    "Offset": 150, 

    "Irregularities": [{ 

        "IrregularityID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

        "Source": "a", 

        "TimeLabel": "00:02:45.040", 

        "AudioSegmentURI": "http://www.place_to_be_defined.com/audio_segment_1", 

        "IrregularityType": "ssv", 

        "IrregularityProperties: { 

            "ReadingSpeedStandard": 15, 

            "ReadingEqualisationStandard": "IEC1", 

            "WritingSpeedStandard": 7.5, 

            "WritingEqualisationStandard": "IEC2" 

        } 

    },{ 

        "IrregularityID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

        "Source": "v", 

        "TimeLabel": "00:04:89.020", 

        "AudioSegmentURI": "http://www.place_to_be_defined.com/audio_segment_2" 

    }] 

} 

An example of Irregularity File from Video Analyser to Tape Irregularity Classifier is: 



 

 

{ 

    "Offset": 150, 

    "Irregularities": [{ 

        "IrregularityID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

        "Source": "a", 

        "TimeLabel": "00:02:45.040", 

        "ImageURI": "http://www.place_to_be_defined.com/image_1" 

    },{ 

        "IrregularityID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

        "Source": "v", 

        "TimeLabel": "00:04:89.020", 

        "ImageURI": "http://www.place_to_be_defined.com/image_2" 

    }] 

} 

An example of Irregularity File from Tape Irregularity Classifier to Tape Audio Restoration is: 

{ 

    "Irregularities": [{ 

        "IrregulatityID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

        "Source": "a", 

        "TimeLabel": "00:02:45.040", 

        "IrregularityType": "ssv", 

        "IrregularityProperties: { 

            "ReadingSpeedStandard": 15, 

            "ReadingEqualisationStandard": "IEC1", 

            "WritingSpeedStandard": 7.5, 

            "WritingEqualisationStandard": "IEC2" 

        } 

    },{ 

        "IrregulatityID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

        "Source": "a", 

        "TimeLabel": "00:04:89.020", 

        "IrregularityType": "esv", 

        "IrregularityProperties: { 

            "ReadingSpeedStandard": 7.5, 

            "ReadingEqualisationStandard": "IEC2", 

            "WritingSpeedStandard": 7.5, 

            "WritingEqualisationStandard": "IEC1" 

        } 

    }] 

} 

An example of Irregularity File from Tape Irregularity Classifier to Packager is: 

{ 

    "Offset": 150, 

    "Irregularities": [{ 

        "IrregulatityID": "09859d16-3c73-4bb0-9c74-91b451e34925", 

        "Source": "v", 

        "TimeLabel": "00:02:45.040", 

        "IrregularityType": "sot", 

        "ImageURI": "http://www.place_to_be_defined.com/image_1" 

    },{ 



 

 

        "IrregulatityID": "3cdc2973-e95e-4125-acb7-121ad89067ef", 

        "Source": "b", 

        "TimeLabel": "00:04:89.020", 

        "IrregularityType": "sp", 

        "ImageURI": "http://www.place_to_be_defined.com/image_2" 

    }] 

} 

8.5 Microphone Array Geometry 

{ 

  "MicrophoneArrayType": 0, 

  "MicrophoneArrayScat": 0, 

  "MicrophoneArrayFilterURI": "https://mpai.community/standards/mpai-cae/", 

  "SamplingRate": 4, 

  "SampleType": 0, 

  "BlockSize": 3, 

  "NumberofMicrophones": 4, 

  "MicrophoneList": [ 

             { 

                    "xCoord": 1.0, 

                    "yCoord": 2.0, 

                    "zCoord": 3.0, 

                    "directivity": 0, 

                    "micxLookCoord": 70.2, 

                    "micyLookCoord": 75.5, 

                    "miczLookCoord": 87.3 

             }, 

             { 

                    "xCoord": 5.3, 

                    "yCoord": 5.6, 

                    "zCoord": 74.3, 

                    "directivity": 1, 

                    "micxLookCoord": 67.9, 

                    "micyLookCoord": 75.2, 

                    "miczLookCoord": 90.0 

             }, 

             { 

                    "xCoord": 34.2, 

                    "yCoord": 65.2, 

                    "zCoord": 56.9, 

                    "directivity": 2, 

                    "micxLookCoord": 56.8, 

                    "micyLookCoord": 87.9, 

                    "miczLookCoord": 78.3 

             }, 

             { 

                    "xCoord": 34.9, 

                    "yCoord": 29.7, 

                    "zCoord": 89.8, 

                    "directivity": 3, 



 

 

                    "micxLookCoord": 56.9, 

                    "micyLookCoord": 65.4, 

                    "miczLookCoord": 72.9 

             } 

  ], 

  "MicrophoneArrayLookCoord": [{ 

    "xLookCoord": 56.0, 

    "yLookCoord": 90.0, 

    "zLookCoord": 86.3 

  }] 

} 

8.6 Prosodic Speech Features 

{ 

    "intonations": [{ 

        "pitch": 300, 

        "intensity": 88.7, 

        "duration”:100.0 

    },{ 

        "pitch": 180, 

        "intensity": 85.2, 

        "duration”:98.0 

    },{ 

        "pitch": 280, 

        "intensity": 92.5, 

        "duration”:92.0 

    },{ 

        "pitch": 230, 

        "intensity": 81.9, 

        "duration”:98.0 

    },{ 

        "pitch": 150, 

        "intensity": 78.3, 

        "duration”:98.0 

    }], 

    "unit": "phoneme" 

} 

8.7 Neural Speech Features 

[ 

    1.456, 

    5.1289, 

    0.12, 

    12345.54378, 

    12389943.2837, 

    58.29 

] 

 

  

 


